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Introduction. DC traffic growth (1)

e Tremendous increase of intra-DCN traffic globally
e Fast proliferation of Cloud and network virtualization technologies

B Traditional Data Center (9% CAGR) 27% CAGR
18 m cloud Data Center (30% CAGR) 2015-2020
16
14

W

Zettabytes
per Year

2015 2016 2017 2018 2019 2020
Source: Cisco Global Cloud Index, 2015-2020.

Source: Cisco Global Cloud Index
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Introduction. DC traffic growth (2)

HE

e Most (~77 %) of the generated traffic remains within a DC !!!

Data Center Within Data Center
to user 77%
14%

Data Center
to

Data Center
9%

2020

Source: Cisco Global Cloud Index, 2015-2020.

Source: Cisco Global Cloud Index
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e Data Center to User (14%)

° Within Data Center (77%)

Storage, production and
development data,
authentication

e Data Center to Data Center (9%)

Replication, CDN,
intercloud links

Web, email
g internal VoD,

! WebEx...
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Introduction. Global trends

W

Increase in
Cloud DCs
DCN scale and MDCs
Diverse traffic Mice/Elephant Multi-tier
patterns flows applications
New DCN Jupiter, RoR, Helios,

_ c-Through, OPMDC,
architectures COSIGN, etc.
2-D/3-D MEMS,
optical cross-bar,
etc.

Optical
switching
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Introduction. Research: COSIGN approach

COSIGN

Orchestrated Management

App level
request

Data Plane

LULLLLLEL of Denmark




Challenges and Solutions

e Datacenters for "trying out things” are not really
available for researchers

e New research approaches and technologies may not be
implemented in commercial products

e Mass-scaling of datacenters: high CAPEX

SOLUTION: Use simulation, and combine it with the
hardware that is already available in the datacenter
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Goals D

M=

Analysis of the functional capabilities of a
simulation tool

Feasibility of building a hybrid
(simulation - real hardware) research
testbed

Preliminary performance
evaluation (Packet conversion
latency measurements)
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Work methodology

Test scenarios

i

Data Center 2

Data Center 1

EEE 2
V

Data Center 1

T
E

Data Center 2
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Work methodology

Choosing a M&S environment: Hardware-in-the-Loop =
Real- HIL SDN Complexity License
time

OMNET++ +/- +/- - +/- APL/GNU
GPL*
Qualnet +/- - - +/- Commercial
CORE + /- +/- - +/- GNU GPL
NS2 - - - +/- GNU GPL
NS3 +/- +/- - +/- GNU GPL

DCSim . S . +/- GNU GPL
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Work methodology

Riverbed modeler: System-in-the-Loop principle

Real Network

3’ 3’ 3’
£ £ %

SITL Module

Real time Sim time

Real packet arrives at network

. . m
mterfar:e of .worksFatlon e S | - |
running simulation

Real-Sim

Packet conversion latency

A Sim-Real

Real packet sent out on
network interface of
simulation workstation

83
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Riverbed Simulation

Workstation

Real packet is converted to a simulation
packet

—Simulation packet is forwarded through the simulation, _ /

where it experiences real-time delays and
protocol effects

Simulation packet is mapped at external
interface and is converted to real packet

|-Sim -Real
lll CO:::I'S?:: l?:f:ers
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Work methodology

A Hybrid simulation-real-hardware testbed (1)

High Performance
Workstation/Server

Virtual link to PHY NIC’s driver

% ToR switch
@ Server rack

© 10G/40G NIC

“Data Center 1”

High Performance
L2-3/4-7 Traffic
Generator

Virtual link to PHY NIC's driver

LEN
»« Network node

% Server rack

O 10G/406 NIC .
;= Cluster node

“Data Center 1”

High Performance
L2-3/4-7 Traffic
Generator
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Work methodology

Experimental setup (2)
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Work methodology

Packet conversion efficiency

W

A

9
Upper layer
encapsulated 8
protocols 7
(specific/
custom 6
protocols, etc..)

5
v 4
L3 (ICMP)/L4 (TCP/UDP) 3

L3 (IP) 2 2

L2 (Eth) 1 1

(a) Maximum supported packet (b) Packet traslation level for
traslation level Passthrough traffic

Packet translation depth (level) at the real/simulated
interface
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Results

Real traffic generation experiments (1)
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Results DTU

Packet conversion latency measurements
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Conversion delay at the SITL interface, us
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Packet conversion latency measurements

[e—
[ [E—
J

_F

95%

<4.5pus

CDFs of packet conversion delay
S °o o o o o o o o
[ R e N BN VS B SN U B e ) S ! e I =]

=

—(Conversion to Simulated
Delay

——Conversion to Real Delay

Data Flow

2 3

o
—

4

5

6 7 8 9

Conversion Delay at the SITL interface, s

17 DTU Fotonik, Technical University of Denmark

16 May 2017



Results

Packet conversion latency measurements
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Results

Packet queueing latency measurements
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Results

Real traffic generation experiments (2)
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Results

Packet conversion latency measurements
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Takeaway points

i

e Building a hybrid simulation-real-hardware experimental
setup for DCN performance studies — not a trivial task!

e Two critical latency components must be taken into
consideration: packet conversion delay and packet queueing
delay (SITL gateway).

e Packet conversion delay:
— Packet translation depth (traffic type)

— Specifics of packet capture by the WinPcap [9] (libPcap for
Linux) module

— Conversion functions (code efficiency)
— NIC characteristics/functionality

e SITL gateway adds a conversion delay in the order of

microseconds (us) as well as load-dependent buffering
delays (ms)
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Future steps

i

e Consider the impact of more realistic high bit-rate mixed
traffic patterns, bursty workloads (DC workload traces or a
real Map-Reduce cloud application)

e Simulation model on a powerful workstation with multiple
electro-optical interfaces (10G/40G)

e Wider range of performance evaluation scenarios and metrics

e Intergation with an SDN framework (hybrid SDN-controlled
setup) and OCS physical nodes

w Scenarios Topology Tffic Proto:
QEESHEEQILFPE LA &EE

X e = =
. TI & L ‘\L‘i/ \@
e—— 4 - . i
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Thank you for your attention!

Questions?
Suggestions?

Contact: Artur Pilimon, artpil@fotonik.dtu.dk

DTU Fotonik, Technical University of Denmark
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Results

Packet conversion latency measurements
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Packet conversion latency measurements
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