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Context & Motivation: 5G Services

Enhanced Massive Ultra-reliable
Mobile broadband Machine type and low latency
elVIBB communications communications
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Improved consumer experience Transport & logistics Vehicle-to-everything communication
More connected devices Environmental monitoring Drone delivery
Faster connection speeds Smart energy networks Autonomous monitoring
Virtual and Augmented Reality Smart agriculture, smart retail Smart manufacturing
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A Research Question:

ﬁ?

Advancement of Telecommunications
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Futebol Use Cases and Experiments

Use case 1: The impact of broadband wireless and Dynamic Spectrum Access on
optical infrastructure

Use case 2: The design of optical backhaul for next-generation wireless

Use case 3: The interplay between bursty, low data rate wireless and optical
network architectures

May 17, 2017
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Futebol Challenge (@ uRLLC:
Intelligent Space & Cloud Robotics

“Pico cells: frequent handover

/

[ 1] Image-base robot localization
— and feedback control algorithm

dH O g

SDN Switch
N\ Robot X | e | e
@ (_Sensor + Actuators) <:> e | B | B
>~ e || B s A U SRCOESS N | KX -

[} . . SDN /N FV Datacenter

= T

4 Synchronized cameras:
Bandwidth hungry and
Latency/jitter sensitive

No local intelligence/processing/decision
May 17, 2017 8



The Deadline Challenge

Image

Acquisition

cq Image
Processing
Image

Acquisition Image

Processing Localization Control Wired Wireless Robot

— Image Service Service Network Network Movement
A - g't' Processing
——
Processi
Image —
P Image

Tim'e

Sampling Window (inte'rval between image frames)
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Preliminary Result: Intelligent Space
(no NFV no SDN, no Handover)

e
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151y

Robot mission: reach (with least energy) the point
in space chosen remotely
b. *4 cameras acquiring (sync) images at 5 fps;
-l *Image resolution: 1280x728;
*] component (BW 1mage); &
*Bandwidth requirement per camera:
(5 * 1280 * 780 * 8) ~ 40Mbps

Samer gwmre

May 17, 2017 https://youtu.be/6ZQKyhZVjuc 10



Modern Wireless vs. Our Demo Infra

Transport == Interconnection of Mobile Network PoA, RAN (C-RAN), CN...Internet / Services

Device Radio Unit Fronthaul | Digital Unit Backhaul Dedicated Core Internet Services
“The Cloud”

: «x))_

(e.g. wifi, fgmit)

| ((x))

Internet Technologies

Non Access Stratum Technologies
I — !

VNFs

Remote Datacenter

SDN Controller Physical Servers

UFMGQG, TCD, and
UNIVBRIS

Source: adapted from Mourad, A., “Fronthaul and Backhaul for 5G and Beyond” COST IRACON, Durham,

October 2016 1
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* Looking Beyond 5G
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Lookmg Beyond: 5G(+)

A Hnine Cyber-physical
aC
aype ™ » systems

and low latency

communications s
uRLLC
- : Networks

V2X:Vehicle to anything

e "

Physical B
o Systems /4

Terminals &
devices
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Challenges for the Fronthaul

Mapping the 5G(+) KPIs on the Fronthaul

Capacity Ways to reduce required fronthaul capacity, apply
Data rate compression or consider new functional splits
 atenc Need fast and resilient (time sensitive) fronthaul networking,
Y an intelligent use of the edge
Cost Lower dependency on fiber and proprietary CPRI, use
Ethernet-based where suitable, use standardized OAM
Flexibilit Make it softwarized, bring SDN, support centralized and
Y distributed DUs (Digital Units/Clouds)
. Move from dedicated CBR CPRI links to more shareable
Efficiency . .
fronthaul networking (statistical mux)
May 17,2017 Source: Mourad, A., “Fronthaul and Backhaul for 5G and Beyond” COST IRACON, Durham,

October 2016
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Challenges for the Backhaul

Mapping the 5G(+) KPIs on the Backhaul

Capacity
Data rate

Latency

Cost

Flexibility

Efficiency

May 17, 2017

Need bigger pipes (Gbps optical and wireless) and ways to
offload traffic to the edge where possible

Need fast and resilient forwarding, intelligent leveraging of
edge infrastructure

Use less fibers, away from specialized switching HW (embrace
NFV), unify the management, use standardized OAM

Make it softwarized, bring SDN, make it virtualized, bring
NFV, embrace the cloud

Enable access-aware resource optimization, switch on/off
cells, support cooperative schemes

Source: Mourad, A., “Fronthaul and Backhaul for 5G and Beyond” COST IRACON, Durham,

October 2016 15



Optical Network Topologies in back/fronthaul

Degree 2 ROADM
for N Adds/Drops X WSS/WXC
(240ch PLC) &,

Degree 4 WSS

D2 ROADM

Degree N WSS or WXC
»\. as Mesh Node Crossconnect
(N/2N/3N 1xN WSS or

N Switches)
LONG HAUL

— mﬁ‘ FTTx

Consumer I_& j Passive Optical Network

Source: adapted from Eldada L., "ROADM architectures and technologies for agile optical networks",
Proc. SPIE 6476, Optoelectronic Integrated Circuits X, 647605 (February 14, 2007)

as Ring Interconnect \__/ DEMuX
(4/8/12 1x4 WSS) [ NSPLITTE

AV

c

Ring

rlbutlon

Network

Backbone Feeder Ring

Network
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What 1s OAM about?

“Operations, Administration, and Maintenance,
referring to detection and diagnosis of link failures in
a communication network”

Higher Layers

P OAM

MPLS/PVVE3
OAM

Source: adapted from Mizrahi, T., and Yerushalmi, 1.,

May 17, 2017 “The OAM Jigsaw Puzzle” (MARVEL White Paper)
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I OAM Functionalities

» Keepalive for detecting connection failures.

Once detected, the defect can be reported to a network management system. When protection

switching mechanisms are deployed, once a fault is detected, the system can automatically switch to

an alternate path.

Keepalive mechanisms can be divided into two categories:

- — Periodic messages that are sent proactively at a constant transmission rate; sometimes

referred to as continuity checks.

— On-demand messages that are sent to verify a specific connection; sometimes referred to as
connectivity verification mechanisms.

e Performance measurement mechanisms:
Packet loss measurement: Provides a mechanism that computes the packet loss rate between two
nodes.
Delay measurement: Measures the packet delay and the delay variation between two nodes.

Throughput measurement: Measures the traffic throughput between two nodes.

 Path discovery and fault localization.
These mechanisms allow a node to learn the topology of the network, and to localize link failures.

Mav 17. 2017 Source: adapted from Mizrahi, T., and Yerushalmi, 1., 8
i< “The OAM Jigsaw Puzzle” (MARVEL White Paper) ‘



I OAM Hierarchy

Subscriber

Equipment

Subscriber
Equipment

q Subscriber ME P f
& Test ME
EVC ME
P ME

b S
Ope¢rptor AIME Operptor BIME
|l i 1 R ] S - e [ Sl i
V' MEP (up orientation) @ MpP

¥ MEP (down orientation)

May 17, 2017

=== Logical path of SOAM PDUs

Source: https://wiki.mef.net/display/CESG/OAM+Hierarchy



[ Slice 1: Massive loT
| Slice 2: Smart phone
Slice 3: Auto driving

Fronthaul: New Interface (options)

KT 5G-SIG
(intra RLC split)

PELLLLRLLLLL T .

app./cache

"oy _app./cache
omaeaso o nification 2: - EEREE
Y.

Front+Back

Unified Access Q Ethernet CU: Cloud Unit

Halﬂ (XHaul)Ne aterface 2:::;::::#:2;
>onthaul

UP: User Plane

Y fbmf’/lk
I T g
5G Radio { Ei pual ro )
mmWave e Apartment
56 N“’;w mar . . Fronthaul bandwidth » Smaller
FI::;:I:RAN Architecture Unlﬁcatl()n 1 .
KTZSSGGsl-ipze(‘:ana geak 20 Gbps PON Acces S
- 3.5 GHz: peak 3 Gbps ¥
May 17,2017 Source: adapted from: 20
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***

Game Changer: Inter AU traffic **

Forwarding @ edge

KPI: “Offload :
traffic to the edgé” B PoCP N
e

High PHY
Fronthaull: Forwarding @AU
Tree-based :
PON
(not survivable!)

AU Low PHY

==
RF

........................

—Fronthaul bandwidth » Smaller

v
KPI: “Fast and Resilient (?) fronthaul networking”

May 17,2017 Source: adapted from: http://www.netmanias.com/en/?m=view&id=oneshot&no=11146 21



Game Changer: E2E QoE/QoS over
Slices

In virtualized networks, 1t 1s impossible to
associate cause and effect using link-oriented

view from 802.11ah solution

Demarcation Demarcation Demarcation Demarcation
point point point

point

E Not Possible! >

May 17, 2017 22



I Roadmap

* tMBOS Design Principles
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***

rMBOS design principles for uRLL(’?%

Slicing QoS/QoE and OAM

Splitting

Unification and Reliability

May 17, 2017



A QAR

24 é}‘
rMBOS Implementation Principles ****

Lowest possible cost

Hybrid Control Plane

MAC (shared lightpath) pigbacking CCM

May 17, 2017



Optical Sharing using Wavelength Blocker-like
OADM

X " (bjﬂost H
D 5

Host A HostC ~  HostE Host F (C)HostH

-

Host A Host C Host E Host F ostH

Ax

Challenge: Power budget due to power splitters

May 17,2017 WORKSHOP OFC 2017
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Elements of a rMBOS Switching Node

rMBOS Signaling User Network

SC Subsystem Discovery Connectivity Fault
< A > Subsystem Management
Optical / ﬂ A/en‘
Switch —
< RS ﬁ =
>< 5
o —
B4 RBSS | UNDS | CFM/OAM > RBSN
2 Control &
L o MAC SC | | Management Plane _
g Jt 5 Physical Interface -,0DC .| | DataPlane
;81 N Queue | OUT Queue %J @ )
°Ly é Supervisory
Optical Data Channels Channel
—>
4

RBSN
RBSN: rMBOS Switch Node

May 17, 2017 27



rMBOS Management System

Connectivity Fault MBOS Database
, , Management User
Signaling Subsystem Network
Station ID
DataBase RWA System
rMBOS
) Management
ﬂ System
RBSS gm’ I%N[;Q‘B M RBDB || RWAS |~ RBMS
s Control &
__Management Plane
Data Plane

May 17, 2017 WORKSHOP OFC 2017 28



rMBOS architecture OpCodes

May 17, 2017

OpCode

RBSET

RBFIN

RBACK

RBDNY

RBDBM

Reserved

01
02
03
04
05

06

07-254

Connectivity request

RBSN’s configuration
message.

Connectivity finalization
request.

Positive confirmation
message.

Negative confirmation
message.

Message used for RBDB
related operations.
Reserved for future
implementations.

29



Continuity Check Messages (CCM) and MAC
operation

}477584% e RBSN Superframe (DataWindows)4><775B4>{ e RBsN Superframe (DataWindows)4>|

| commsg |3 |Datasio |3 Datasiot |3 | Data Sio, CCMMsg | | Data Siot |3 Data Siot, [§] . Data Siot, |
= i = i ODC (RBUS)
! } } } »l t
L 3,33ms 3,33ms
| CCM Interval 0 CCM Interval B = bytes "
1 2 3 4
8 7 6 5 4 3 2 1 8 7 6 5 4 3 2 1 8 7 6 5 4 3 2 1 8 7 6 5 4 3 2 1

1| MEL [ WVersion(0) | OpCode (CCM=1) | Flags | TLV Offset (70)

5 Sequence Number (0)

9 MEP ID

13

17

MEG ID (48 bytes)

49

53

57 TxFCf

61 TxFCf RxFCb

65 RxFCb TxFCb

69 TxFCb RBSN-Index; Superframe Timeslot;

73 RBSN-Index; | Superframe Timeslot; End TLV (0)

May 17, 2017 WORKSHOP OFC 2017 Flags 30
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OpMode Field

OpMode

Informs the RBSN that it
CN_Mode 01 will operate as Head
Node

Informs the RBSN that it

RN_Mode 02 will operate as Regular

Node
Informs the RBSN that it
Disconnect 03 should disconnect from

the RBUS.

R d values fi
Reserved 04 to 07 eserved values for

future extensions.

May 17, 2017 31



Connection request between RBSNm and
RBSNn serviced by preexistent tBUS

Demanding RBSN Current HN Demanded RBSN Last RN
RBSN; RBSN;
LTMS
=" ReqMOde, BW’_ -
Q [Dest-Addr="n"
— ARBRE { Lifetime]
RBDB Search Time-
—~— | — RBSE .
T [RB-ID, RBSN-Idx, A-ID, ”HN__Mode”]> —a
—Internal Setup Time
v
_____ RBACK [LB-IDI——— ~~
— ——RBSET[RB-ID, R - «
» RBSN-Idx, A-ID, OpMode= RN_Mode”]— o
7 =
—Internal Setup Time | _|nternal Setup Time
| v
|1 _ _reack@BDF-A4=-———""""" | o ————— 77
i RBAC L RBACK [LB-ID] -~
RBDB Update Time_| -7
\ \ VY New HN ¥V New RN Y New RN V LastRN \
RBSN, RBSN; RBSN, RBSN;

May 17,2017
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2
ReqMode Field ?}ﬁ

000

001

010

011

100 111

Name

Representing increments of

BW De 00000 a 11111

3%, ranging from 0 to 96%.

May 17,2017 WORKSHOP OFC 2017 33



intra-RBUS communication process

}4 RBUS >
HN RN,, RN, RM RNast
RBSN... RBSN; RBSN, RBSN, RBSN;, RBSN...
RBMS
- >
RBDB Search_|
{
DataWindow
Computation |
Y
A =& 7~ == ——-0AM Msqg [RBSN- i .
~ 4~ DataWindow 9 [RBSN-Index, timeslot, RBSN-Index, timeslot] — — — — _ _ _ <
333 EDataWindow
,00MS— -
kDataWindow
| EDataWindow
_______ OAM Msg [R§SN"”deX: timeslot, RBSN-Index, timeslot] — — — — — >
\j \j \j \/ \j \j \j

May 17,2017
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rMBOS Emulation Logical Setup

SC

HN 3 RN 2 RN zZ RN Z
o) o) o) o)
2 = | |
DC
Addr: 00:00:00:00:00:02 Addr: 00:00:00:00:00:03 Addr: 00:00:00:00:00:04 Addr: 00:00:00:00:00:05

May 17,2017



RBMS Initialization & Discovery
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I Accepting a Request (1/2)

Capturing from h4-etho - Wireshark

File Edit View Go Capture Analyze Statistics Telephony Tools Help
B 0ol &l 2 Q¢ 3T 4& BEE QaaqAfl dEEX O

Filter: | v | Expression... Clear Apply

No. Clock Time Delta Source Destination Protocol Info
1 15:51:16.34989.0.000000 0.000000 00:00:00 00:00:04 00:00:00 00:00:02 RBUS Mensagem: 1
2 15:51:16.35074¢0.000853 0.000853 00:00:00 00:00:02 00:00:00_00:00:04 RBUS Mensagem: 2
3 15:51:16.35093.0.001041 0.000188 00:00:00 00:00:04 00:00:00_00:00:02 RBUS Mensagem: 4

v Frame 1: 23 bytes on wire (184 bits), 23 bytes captured (184 bits)
Arrival Time: Jun 4, 2013 15:51:16.349891000 BRT
Epoch Time: 1370371876.349891000 seconds
[Time delta from previous captured frame: ©.000000000 seconds]
[Time delta from previous displayed frame: ©.000000000 seconds]
[Time since reference or first frame: 0.000000000 seconds]
Frame Number: 1
Frame Length: 23 bytes (184 bits)
Capture Length: 23 bytes (184 bits)
[Frame is marked: False]
[Frame is ignored: False]
[Protocols in frame: eth:rbus]
v Ethernet II, Src: 00:00:00 00:00:04 (00:00:00:00:00:04 : 00:00:00 00:00:02 (00:00
> Destination: 00:00:00 00:00:02 (00:00:00:00,88

OpCode: ©x01 [RBREQ]
Endereco Destinog 2
000. : R
...0 0101 = BW: 5 [160Mbps]
LifeTime: 0x00 [minutos. ©=tempo indeterminado]

Bitrate

0000 00 00 00 00 60 62 00 60 00 00 00 04 88 a9 ML ........ ...... . .|
EISCRMO0 00 60 00 05 05 00 ... ]
© Protocolo_RBUS (rbus), 9 bytes Packets: 3 Displayed: 3 Marked: 0 Profile: Default

May 17, 2017
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Accepting a Request (2/2)

May 17, 2017

Initializing...

Collecting network interface data.
Metwork interface index of hZ-eth@: 151

Local interface MAC address: B89:08:848:80:80:082
Ethertype: B8al
B T T P T PP T

Initializing RBDE.

Inicializing "scen8l”™ Scenario...
RBDB Status:

~AE_ID: 888 lambda_ ID: 888 OpMode: 868 size:
RBSN_Index:888 BW [Mbps): 8 REBSN_Addr:08:
RBSN Index:8848 BW [Mbps): 8 RBSH Addr:88:
RBSN_Index:888 BW [Mbps]: 8 RBSN_Addr:08:
RBSN Index:868 BW (Mbps): @ RBSN Addr:84:
RBSH_Index:884 BW [Mbps]: 8 RBSHN_Addr:@8:
RBSN_Index: 888 BW (Mbps): @ RBSN_Addr:84:
Total: 8
>RE_ID: @881 lambda_ID: 888 OpMode: 868 size:
RBSH_Index: 8849 B [Mbps]: 8 RBSH_Addr:08:
RBSN_Index: 888 BW [Mbps): 8 REBSN_Addr:08:
RBSN Index:8848 B [Mbps): 8 RBSH Addr:88:
RBSN_Index:888 BW [Mbps): 8 RBSN_Addr:08:
RBSN Index:868 BW (Mbps): @ RBSN Addr:84:
RBSH_Index:884@ BW [Mbps]: 8 RBSHN_Addr:e8:
Total: a

Inicialization completed

Waiting for Requests...

!umnt:a[uanunu

Collecting interface data.
Metwork interface index of hd-ethd: 155
Local interface MAC address: 60:00:90:08:08:04
Destination MAC address: 80:86:60:80:88:62
Ethertype:

+++Sending RBREQ request*** RBSN new request (RBREQ)
Selected parameters:
OpCode: RBREQ (081)
Destination RBSNH: 09:08:80:08:80:85
Reqmode_BW:0688 8181
Lifetime: @

REAEQ menssage sent.
Wating for authorizatian.

***RBSET received***
Parameters:

AE ID: 8

RBSM Index: @

***performing internal node configuration***
Internal node configurarion completed...

***Sending ABACK message do REMS*++
Parameters:
Destination node:08:00:00:00:00:02
AE I0: 8

RSN RN RN R RS R

***REMS request received***

Request Data:

Requesting RBSM MAC address: 86:80:86:80:08:684

OpLode: REAEQ [81])

RBSN Destino: 86:86:00:08:608:05
ReqMode_BW: 9888 8181
Lifetime: 8 min

*+*+*Analysing received RBUS reguest***
Searching requesting node on physical network ..
Reguesting node found on physical network at position "37.

Searching for neighbor conmections...
Found connections with nodes: 3 5

Identifying if neighbors are members of a RBUS.
Mo active RBUS found...

+++Setting up new REUS*** New
Parameterss:
RE_ID: @
***Sending RBSET message to the involved nodes***
Parameters:
Destination node:88:88:600:88:08:84
.

RABEM Index: 8
Lambda_Tl 1

OpMode: 1 (c)

Waiting for RBACK...

***RBACK Received***
Parameters:
Destination node: 86:88:08:88:88:82

Tatal:

Req uest

RE_ID: @

***Hew RBUS established***

REDE updated. Updated

RBDB Status:

~RE_ID: 684 lambda ID: 881 ﬂpﬂnde: L] size: 882
RBSN_Index:866 BW (Mbps): RBSN_Addr:66:00:00:00:00
RBSH_Index: 881 B [Mbps): E RBSH_Addr:80:00:080:00:08
RBSN_Indax: 888 BW [Mbps): 8 RBSN_Addr:86:86:80:088:88
RBSN_Index:866 BW (Mbps): @ RBSM_Addr:060:06:00:00:60
RBSH_Index: 888 B [Mbps): 8 RBSMN_Addr:80:080:80:088:88
RBSH_Index: 888 BW [Mbps): 8 RBSN_Addr:80:88:88:88:88

Total: 168

=RE_ID: 88l lambda ID: @88 OpMode: 884 size: 888
RBSH_Index: 888 BW [(Mbps): 8 RBSMN_Addr:8€:88:88:88:88
RBSN_Index:888 BW (Mbps): 8 RBSM_Addr:88:80:80:088:88
RBSH Index: 888 B (Mbps): 8 RBSN Addr:80:89:808:088:88
RBSH_Index: 888 BW [Mbps): 8 RBSN_Addr:8€:88:88:88:88
RBSN_Index:888 BW (Mbps): 8 RBSM_Addr:88:80:80:088:88
RBSH_Index: 888 B (Mbps): 8 RBSN Addr:80:89:88:088:88

e
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I Conclusion and Discussion

* Front/Backhaul not prepared for uRLLC
* The important role of OAM 1s overlooked
* E2E performance in NFV yet to be tacked

* Low cost front/backhaul 1s urgently needed
— New Architectures

— New Prototocols

* Ethernet Phy/Framing/OAM and SDN/NFV
for the rest



Dylan’s message to the telecom and
datacom guys about SDN/NFV

“Come gather around people
Wherever you roam

And admit that the waters
Around you have grown

And accept 1t that soon

You'll be drenched to the bone
And if your breath to you is worth saving

Then you better start swimming or you'll sink like a stone
For the times they are a-changing”

The Times They Are A Changin' (Bob Dylan 1964)



Thank You!

Questions? Comments?

Moises R. N. Ribeiro
moises@ele.ufes.br
http://www.ict-futebol.org.br/
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