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v Slicing	Macroscopic	Concept:	partition	(slice)	a	single	physical	infrastructure	into	multiple	
virtual	X	optimized	according	to	specific	services,	business	models,		etc.
q X?	Networks?	Infrastructures?	Functions?	
q Network	virtualization?	Virtual	Private	Network?	ETSI	NFV	Network	Service?

§ All	can	be	seen	as	a	particular	cases.

v Definitions
q Next	Generation	Mobile	Networks	(NGMN)	White	Paper
q 3GPP	TR	28.801	V1.0.0	(2017-03)	Study	on	management	and	orchestration	of	network	

slicing	for	next	generation	network		(Release	14)
§ a	set	of	network	functions	and	the	resources	for	these	network	functions	which	are	arranged	

and	configured,	forming	a	complete	logical	network	to	meet	certain	network	characteristics.	
§ May	be	composed	of	subnets	of	Physical	Network	Functions	and/or	Virtualized	Network	

Functions.
§ Physical	Network	Functions	and	Virtualized	Network	Functions	may	belong	to	one	or	more	

network	slice	subnet(s).

q Research	papers,	White	papers…

A	logical	construct	encompassing	multiple	interconnected	functions,	customized	and	optimized	for	
a	service	(set)	or	vertical.

Introduction:	slicing	as	an	emerging	requirement	for	5G
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5GPPP	White	paper	(MWC2016)
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v Goalà To	dynamically	provide	multiple,	highly	flexible,	end-to-end	dedicated	network	slices	
(considering	virtual	network,	cloud	and	functions	resources)	over	the	same	physical	
infrastructure	in	order	to	deliver	vertical-specific	requirements

q Control,	Management	and	Orchestration	systems	for	slice	life-cycle	management.

v Slices	can	be	created	and	operated	by	the	5G	network	operator	or	enable	new	business	
models,	e.g.		“Slice-as-a-Service”.

v What	about	multi-tenancy?

q Related	to	the	concept	of	ownership	and/or	use.

q Network	Slicing	is	an	enabler	for	flexible	multi-tenancy.

q Ultimately	empowering	tenant	to	control	allocated	slice	(recursively)

Slicing	as	a	Service
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v Defines	a	new	generation	of	transport	networks	for	5G,	integrating	both	fronthaul	and	
backhaul	segments	into	a	common	transport	infrastructure.

v Converged	Fronthaul	and	Backhaul	under	common	SDN/NFV-based	control,	capable	of	
supporting	new	5G	RAN	architectures	(vRAN)	and	performance	requirements.
q XCF	– Common	Frame	capable	of	transporting	the	mixture	of	various	Fronthaul	and	backhaul	traffic	

q XFE	– Forwarding	Element	for	forwarding	the	Crosshaul	traffic	in	the	XCF	format	under	the	XCI	
control	

q XPU	– Processing	Unit	for	executing	virtualized	network	functions	and/or	centralized	access	protocol	
functions

q XCI	– Control	Infrastructure	that	is	SDN-based	and	NFV-enabled	for	executing	the	orchestrator’s	
resource	allocation	decisions	

5G-Crosshaul	project
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v What	is	Networks	Function	Virtualization	(NFV)?
q In	simple	terms	à a deployment	model	and	concept	around	the	idea	of	replacing	dedicated	

network	appliances	— such	as	routers	and	firewalls	— with	software	(guests)	running	on	hosts	
q Relies	on	the	concept	of	host	“virtualization”	

§ E.g.	Hypervisors

v ETSI	/	NFVI	architecture
q NFVI	:	NFV	Infrastructure

§ Used	to	support	the	instantiation	of	Virtual	Machines	(VMs)
q VIM:	Virtualized	Infrastructure	Manager

§ Manages	and	provides	access	to	storage,	network	and	computer	resources	(NFVI)
q MANO	:	Management	and	Orchestration	

§ Deals	with	the	orchestration	of	Virtualized	Network	Functions	and	how	to	deploy	them	(within	the	so	
called	Network	Services)

v Benefits
q Lower	costs	:	replacing	dedicated	appliances	with	shared	servers.	Efficient	resource	usage
q Reduce	operational	costs	with	fewer	appliances	to	deploy	and	maintain
q Support	on-demand	pay-as-you	go	deployment	models
q Enable	Innovation	by	making	it	easier	to	develop	network	functions
q Deploy	virtualized	solutions	on	commercial,	off-the-shelf	(COTS)	hardware

A	potentially	suitable	framework	for	slicing:	ETSI	NFV
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A	potentially	suitable	framework	for	slicing:	ETSI	NFV
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A	potentially	suitable	framework	for	slicing:	ETSI	NFV
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Realistic	T-SDN/NFV	integration
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v Hybrid	models,	very	heterogeneous	in	terms	of	protocols	and	interfaces

Generic	Network	Orchestration
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Slicing	over	Multi-domain	flexi-grid	networks:	ACTN
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Slicing	over	Multi-domain	flexi-grid	networks:	experimental
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Example	with	2	tenants/slices.
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Example:	dynamic	instantiation	of	CNC
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v Slicing	as	an	emerging	requirement	for	5G	networks;	a	slice	is	a	logical	construct	involving	
functions	and	their	interconnection,	tailored	for	services	and	verticals.	The	concept	somehow	
generalizes	ETSI	Network	services,	virtual	networks,	VPNs,	etc.

v The	ETSI	NFV	framework,	allowing	the	instantiation	of	Network	Services,	provides	a	platform	
to	support	network	slicing,	complemented	with	a	“Slice	Manager”	or	“Multi-Tenancy	
Application”	

q Does	not	fully	cover	all	use	cases,	specially	when	partitioning	the	physical	network,	
allowing	ultimate	SDN	control	over	the	virtual	infrastructure

v Integrating	optical	transport	networks	and	generalizing	the	slicing	concept	requires	a	finer	
joint	orchestration	of	network	and	IT	resources,	with	improved	visibility	of	the	optical	
network	and	its	control	and	management.

v In	particular,	we	considered	the	actual	partitioning	of	a	multi-domain	flexi-grid	optical	
network	and	how	the	IETF	ACTN	and	hierarchical	Active-Stateful	PCE	support	the	concept.

Conclusions
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Thank	you!	Questions?

ramon.casellas@cttc.es
http://networks.cttc.es/ons
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ONDM2017	Workshop	- Optical	networks	for	data	centres	in	the	5G	era	 19


